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 Abstract  

Significant advancements in machine vision and thermal imaging have provided an advantage 

in non-destructive testing and evaluating different materials. This work presents an approach to 

combining thermal wave imaging with machine vision for a fast, accurate way to detect and 

characterize the sub-surface defects and their features present in a solid material. Machine vision-based 

defect detection approaches attract the research community due to their reliable performance in 

employing the stimulated thermal response in active thermal wave imaging. A thermal source 

stimulates the material surface while the infrared camera captures its thermal response, extracts 

features from the thermal pattern, and feeds them into a machine vision-based algorithm for 

characterization. This proposed method improves the detectability reliability regarding qualified 

characteristics of defects. 
Keywords: MachineVision; Non-destructive testing; Scale-invariant feature transform, Watershed transform 

 

1.Introduction 

Infrared thermography (IRT) has emerged widely as a 

method for non-destructive testing as it offers non-

contact, comprehensive area detection of material 

defects. The principle of infrared thermography is 

based on the physical phenomenon that any object of a 

temperature above absolute zero emits 

electromagnetic radiation. The infrared camera further 

covers the emitted radiation into temperature and 

displays the images showing thermal variations [1-6]. 

Infrared thermography is further classified as passive 

thermography and active thermography. In passive 

thermography, without any external known source, a 

natural thermal response on the test material surface is 

used to identify subsurface defects. An external heat 

source stimulates the test sample in active 

thermography, and the corresponding thermal 

response is recorded using an infrared camera. Various 

processing methods can do further subsurface defect 

detection. 

Depending on the external stimulus, the active 

thermography is classified as Pulsed thermography 

(PT) [2-3], Pulse phased thermography (PPT) [4-5], 

Lock-in thermography (LT) [6-7], and other aperiodic 

thermal wave imaging methods like Frequency 

Modulated Thermal Wave Imaging (FMTWI) [8-9].In 

Pulsed thermography (PT), the surface of the test 

material is energized using a high peak power source 

within a short duration of time, and the corresponding 

thermal response is collected from the surface of the 

test material. Because of the high peak power and short 

duration of time, the total test sample cannot absorb 

heat uniformly and enters two problems non-uniform 

emissivity and non-uniform radiation. In lock-in 

thermography (LT), instead of high peak power, a 

mono-frequency continuous wave is used as an 

external stimulus, and the infrared camera captures the 

corresponding thermal response. The thermal response 

collected from the infrared camera is analyzed using 

phase-based analysis, which is less sensitive to non-

uniform radiation and non-uniform emissivity. 

Because of mono frequency, repetition of the 
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experiment is needed to detect the defects at various 

depths. 

Pulse-phase thermography (PPT) combines pulse and 

lock-in thermography, like pulse energy for 

stimulation and phase-based analysis for defect 

detection. This experimentation is like pulse 

thermography, but Fourier Transform carries analysis 

applied over thermal response to extract the phase 

delay. Frequency modulated thermal wave imaging. 

(FMTWI) [8-12] is introduced to overcome the above 

problems. This method imposed a suitable band of 

frequencies over the test sample within single 

experimentation.Frequency modulated thermal wave 

imaging, where the heating waveform phase relations 

are adjusted over bandwidth in such a way that chirps 

(frequency modulated) signal, with much-reduced 

peak power, is produced. FMTWI, while retaining all 

characteristics of lock-in thermography, has the added 

advantage of overcoming the blind frequency problem. 

The captured thermograms are further processed using 

matched filtering (pulse compression) [12-16]. 

The main objective of this paper is to propose a method 

to detect and classify defects in solid materials. This 

work presents an approach combining thermal wave 

imaging with machine vision for a fast, accurate way 

to detect and classify the sub-surface defects and their 

features in a mild steel material. A machine vision-

based discrimination modality has been proposed for 

an aperiodic analysis to be used for sub-surface 

characterization. This proposed modality improves 

testability and reliability presents the best detection in 

terms of quantified characteristics of the defects.  

Machine-vision algorithms provide us with valuable 

information about the defects present [17-20]. Various 

signal and image processing schemes are generally 

applied to observed thermal response to validate defect 

detection, depth quantification, and material property 

estimation [20]. However, in the present scenario 

where artificial intelligence and machine learning are 

ruling the world, these signal processing and manual 

inspection-based modalities also lag the performance, 

quality, and time. Machine vision techniques are 

utilized to overcome such cases and be synchronized 

with the present world scenario to detect and 

characterize the defects placed in materials. 

In this paper, machine learning techniques like Scale-

invariant feature transform (SIFT) is employed on pre-

processed thermal response acquired from numerically 

simulated mild steel sample with various types of 

defects placed at different depths. The sample is 

excited by frequency-modulated heat flux. Further, the 

watershed transform-based region-based segmentation 

approach is employed for localizing the defects 

accurately. 

2. Modeling and simulation 

In this work, a 3D Finite element analysis (FEA) has 

been carried out on a steel sample using COMSOL 

Multiphysics. This software simulates designs, 

devices, and processes in all engineering, 

manufacturing, and scientific research fields [21-22]. 

COMSOL Multiphysics is a simulation platform that 

provides fully coupled multiphysics and single-

physics modeling capabilities. The Model Builder 

includes all of the steps in the modeling workflow, 

from defining geometries, material properties, and the 

physics that describe specific phenomena to solving 

and post-processing models for producing accurate 

results. The two mild steel sample (one training and 

the other testing) models with eighteen defects, six 

each of three different material, air, water, and oil 

(shown in Fig.1), has been modeled with a finer mesh 

using 3D tetrahedral elements.  

 

(a) 

 

(b) 

Fig.1 Layout of the modeled mild steel sample with 

inclusions. (a) Training sample (b). Testing sample 

The defects are further placed at different depths 

having the same diameter (20 mm). The defect’s 

depths are shown in Table 1.The FEA is carried out by 
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imposing an LFM heat flux (with frequency varying 

from 0.01 Hz to 0.1 Hz for 100 s) over the surface of 

the test material, and the infrared camera captures the 

resultant surface thermalresponse at a frequency of 25 

Hz. The simulations are carried out under adiabatic 

boundary conditions, with the sample at an ambient 

temperature of 300 K. 

 
Table.1Depths of different defects 

S.No. 

(Oil (o), 

Air(a), 

Water (w)) 

Depth 

(mm) 

S.No. 

(Oil, Air, 

Water) 

Depth 

(mm) 

1 1 7 0.8 

2 1.4 8 1.2 

3 1.8 9 1.6 

4 2.2 10 2 

5 2.6 11 2.4 

6 3 12 2.8 

 

The thermal properties of the materials used are as 

given in Table 2. 

 
Table 2. Thermal properties 

 

Material Density 

(ρ) 

(Kg/m
3

) 

Thermal 

Conductivity 

(k) 

W/(m*K)) 

Specific 

Heat (c) 

(J/(Kg*K)) 

Air 1.23 0.025 1007 

Water  1000 0.5576 4200 

Oil 1510 0.162 749 

Mild 

Steel 

7850 60.5 434 

 

The simulated data is further processed using signal 

processing and machine vision based algorithms as 

described in the next section. 

3. Post processing methods 

3.1 Polynomial Fitting 

The recorded thermal response is first processed to 

obtain a zero mean thermal response using an 

appropriate polynomial fit. Using this method, we 

model or represent a data spread by assigning the best 

fit function (curve) along the entire range [8-10, 23]. 

3.2 Pulse Compression 

Pulse compression is a statistical technique for 

determining how one variable changes with the other 

variable. It gives us an idea of the relationship between 

the two variables. It is a bi-variate analysis measure 

that describes the association between different 

variables. We used correlation to find how the size of 

the defect varies in the thermal image when the depth 

radius of the defect is varied and tried to develop a 

relationship between them. After finding a relationship 

between these parameters, it became easier to train and 

tests the machine vision-based model [12-15,17]. 

3.3 Watershed Transform 

The watershed transformation can be classified as a 

region-based segmentation approach. The intuitive 

idea underlying this method comes from geography. 

Watershed algorithms are used in image processing 

primarily for object segmentation, that is, for 

separating different objects in an image. The algorithm 

allows for counting the number of defects or for further 

analysis of the separated object [24]. 

3.4 SIFT 

Scale-invariant feature transform (SIFT) is a machine-

vision algorithm to detect, describe, and match local 

features in images (thermograms). Interesting points 

can be extracted for any object in an image to provide 

a “feature description” of the object. This description, 

extracted from a training image, can then be used to 

identify the object when attempting to locate the object 

in a test image containing many other objects. To 

perform reliable recognition, extracting features from 

the training image to be detectable even under changes 

in image scale, noise, and illumination is essential. 

Such points usually lie on high-contrast regions of the 

image, such as object edges [18, 24-27]. 

In this work, SIFT is first applied, determining a few 

best frames from the 4999 frames (pulse-compressed 

thermograms) dataset. Then, the best frame is 

determined using this technique. 

4. Results and discussions 

The present works highlight the capability of the 

proposed approach in detecting and characterizing 

defects present in a structural mild steel sample. In this 

approach, the test material can undergo a known 

controlled frequency modulated thermal stimulation 

sweeping their entire frequency range from 0.01Hz to 

0.1 Hz in 100 s, and the infrared camera captures the 

corresponding thermal response over the surface. 
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Additive white Gaussian noise with a signal-to-noise 

ratio being 30 dB is added to the obtained thermal 

response for the imposed incident heat flux. Noise is 

artificially added to test the capability of the proposed 

approach to detect the subsurface density variations. 

The temporal mean raise from the noisy thermal 

response is removed using an appropriate polynomial 

fit. Fig.2. shows the corresponding mean-zero 

thermograms for the training and testing modeled 

samples.  

 

(a) 

 

(b) 

Fig.2 Zero mean thermograms. (a) Training sample (b). 

Testing sample 

 

(a) 

 

(b) 

Fig.3 Pulse-compressed thermograms. (a) Training sample 

(b). Testing sample 

As shown in this section, the aforementioned signal 

processing, and machine vision-based techniques are 

further applied to mean zero data and results.Pulse 

compression analysis is performed on the mean zero 

data for the training and testing sample data. The 

resulting thermograms are obtained,and the best frame 

is selected using SIFT algorithm. It is obtained at 1.5 

s. 

Fig.3. shows the pulse-compressed thermograms. 

Further, applying the watershed algorithm to the 

chosen best frame provides the segmented 

thermogram. The algorithm also determines the count 

of the defects present in the sample. The resulting 

thermograms are as shown in Fig.4. 
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(a) 

 

(b) 

Fig.4 Segmented thermograms. (a) Training sample (b). 

Testing sample 

Furthermore, pulse compression results are used to 

determine the type of material (air, water, or oil). The 

relationship between correlation peak shifts and depths 

of defects present, a set of pixels (3x3 region around 

the center of each defect) are chosen, and their 

correlation coefficient is calculated with that of chosen 

reference pixel.  

Peak shifts are determined for the peak of auto-

correlation of reference pixels. Moreover, a 

relationship between depths and these peak shifts is 

constructed. 

This process is repeated for defects containing 

different materials: air, water, and oil. The results 

show the maximum variation in defects with air and 

defects with water has the minimum, which is true as 

water has the highest thermal effusivity and air has the 

lowest. The results are verified for the training sample 

and plotted as shown in the bar diagram in Fig.5. 

5. Conclusions 

The present manuscript demonstrates the capability of 

Frequency modulated infrared thermographic 

technique combined with the machine vision 

algorithms.This infrared machine vision technology 

provides the accurate detection ad characterization of 

the defects. 

 

 

Fig.5Variation of Peak shifts with Depth for three different 

materials 

FMTWI technique is applied on a mild steel sample 

with defects of different types and placed at different 

depths. Pulse-compressed thermogram obtained from 

post-processing is considered as input to the machine 

vision algorithms. Further, defects characterization is 

done to determine the relationship between a different 

material's peak shift and depth. The relation obtained 

can also be used in the future to determine the depths 

of the defect. The count of defects has been calculated 

using the watershed algorithm. 
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